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Predicting Equivalence: Store Analysis
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Conclusions and Future Work
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Understand application properties leading to SDCs
Thoroughly validate the pruning techniques
Develop low-cost application-level hardware fault detectors
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Relyzer analyzes all application-level fault sites by studying fewer faults



